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Abstract

The identification of biological entities is an important
subject for biological text mining systems. More than
identifying the gene and the protein names it is also im-
portant to identify their properties in the text. In this
document, we introduce a novel method for identifying
GO terms in unstructured text, involving the information
content of their names. We have integrated this method
with a functional semantic similarity measure, to test it
on BioCreative tasks 2.1 and 2.2 to identify GO annota-
tions and their evidences in literature. The results show
that our approach has a large potential for this kind of
application.

1 Introduction

We have developed a method to identify GO terms in un-
structured text and named it FiGO (Finding GO). FiGO
uses the information content of each word present in
the terms’ name. The information content is related to
the number of times the word appears in all the names.
Therefore, the information content of a word measures
its importance to identify a GO term in the text. For
instance, consider the GO term ’punt binding’. If the
term name’s word ’binding’ occurs alone in the text, the
probability of the term being referred is very low, be-
cause ’binding’ is used in many other terms. On the
other hand, if the word ’punt’ occurs in the text, then we
have a strong evidence that the term is referred in the
text, because this word is not part of any other term’s
name.

2 Method

FiGO starts by identifying the set of all words present
in the terms’ names. FiGO removes from this set all the

stop words, such as ’in’ or ’on’.
Then, FiGO calculates the information content of

each word. This value is inversely proportional to the
number of occurrences, i.e., a word occurring very of-
ten has low information content. FiGO computes the in-
formation content (IC) of a word w using the following
equation:

IC
�
w ����� log

� #w
#max

���

where #w is the number of GO terms whose name con-
tains w, and #max is the maximum number of GO terms
whose name contains a common word. This equation is
based on Jiang and Conrath’s definition of information
content [3].

Since each term’s name is composed by a set of
words, we can define its information content as the sum
of the information content of its words. Thus, FiGO
computes the information content of a term’s name n
using the following equation:

IC
�
n ���

k

∑
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�
IC
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���

where the name n is composed by the words w0 �
��
��� wk.
A GO term may have multiple names. FiGO defines

the information content of a term as the maximum IC of
all its names. Therefore, FiGO computes the informa-
tion content of a term t using the following equation:

IC
�
t ��� max � IC �

ni � : 0 � i � j ���

where n0 ��
�
��� n j represent all the names for t.
Given a piece of text, we can define the local infor-

mation content of each term as the sum of the infor-
mation content of its words that are also present in the
text. Therefore, FiGO computes the local information
content (LIC) of a term t in a piece of text p using the
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Figure 1: Results of all the submissions to BioCreative task 2.1. 20 1, 20 2 and 20 3 represent our three sub-
missions. The figure shows, for each submission, the number of predictions made, and how many of them were
evaluated as perfect and as general.

following equation:

LIC
�
t � p ���

l

∑
i 	 0

�
IC

�
wi �
���

where w0 �
��
��� wl represent all the words present in p and
also in the name of t.

FiGO identifies a term in a piece of text, when its
local information content is sufficiently close to its in-
formation content. Thus, given a piece of text p and a
term t, FiGO only identifies the terms that satisfy the
following equation:

LIC
�
t � p ��� α � IC

�
t ���

where α ��� 0 � 1 � representing how close LIC should be
from IC to decide that t is referred in p. For instance,
when α � 1, FiGO only identifies terms whose complete
name appears in the text. Thus, the parameter α controls
the recall and precision of FiGO. To increase precision
we have to increase α, and to increase recall we have to
decrease α.

3 BioCreative Application

We have applied FiGO to BioCreative tasks 2.1 and 2.2.
Task 2.1 consisted in identifying the text from a given

article that provides evidence for a given GO annota-
tion. Task 2.2 consisted in identifying the GO annota-
tions with an evidence text mentioned in a given article.

Before applying FiGO, we parsed the SGML file
given for each document, and we structured the text in
sentences. For FiGO each sentence represented a piece
of text from where it identified GO terms.

In task 2.1, the GO term to identify was given, so we
returned the sentence where FiGO identified the term.
In case of having multiple sentences, we selected the
one that contained at least one of the protein’s names,
and where the local information content was larger. In
case of not having any sentence, we returned a sentence
where FiGO identified the most similar term. To calcu-
late the similarity between terms, we used FuSSiMeG
[2]. In this task, we executed FiGO three times with the
α parameter assigned to 0.3, 0.7 and 0.9, resulting in
three different submissions.

In task 2.2, we selected the sentences where FiGO
identified GO terms, which contained at least one of
the protein’s names. From these sentences, we selected
those referring the most infrequently annotated terms.
This selected the most meaningful annotations discard-
ing common GO terms, such as ’protein’, ’binding’. In
this task, FiGO was executed three times with the α pa-
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Figure 2: Results of all the submissions to BioCreative task 2.2. 20 1, 20 2 and 20 3 represents our three sub-
missions. The figure shows, for each submission, the number of predictions made, and how many of them were
evaluated as perfect and as general.

rameter assigned to 0.5, 0.7 and 0.9, resulting in three
different submissions.

4 Results

Figure 1 shows the results of the 9 participants in
BioCreative task 2.1. We were the participant number
20, thus 20 1, 20 2 and 20 3 represent our submissions
with α equal to 0.3, 0.7 and 0.9, respectively. The “pre-
dicted” column represents the number of predictions
made by each submission. The “perfect” column rep-
resents how many predictions were correct in terms of
the GO term and in terms of the protein. The “general”
column represents how many predictions were correct
in terms of the protein, but predicting a generalization
(a parent in GO) of the expected GO term. The results
of the seven participants in task 2.2 are shown in fig-
ure 2. In this figure 20 1, 20 2 and 20 3 represent our
submissions with α assigned to 0.5, 0.7 and 0.9, respec-
tively.

The classification of each prediction was ”high” when
the prediction was correct, ”generally” when the pre-
diction is just a generalization of the correct prediction
and ”low” when the prediction was incorrect. Figure 3
shows the evaluation of our approach in terms of the

GO term for the different values of α. Figure 4 shows
the evaluation of our approach in terms of the protein
when the prediction was correct in terms of the GO term.
Therefore, the high line in this figure represents our per-
fect predictions, since they are correct in terms of the
GO term and protein. Figures 5 and 6 show analogous
evaluations for task 2.2.

5 Discussion

In both tasks, our approach was very close to the largest
number of perfect predictions achieved. However, in
terms of accuracy, we were far from the best results, be-
cause we decided to submit the expected number of pre-
dictions even when a part of our predictions had a low
confidence level. If we filtered the predictions according
to their confidence level, we would certainly achieve a
better accuracy without loosing a significant number of
correct predictions.

We achieved a better performance in task 2.1 than in
task 2.2, as the majority of the participants. This derives
from the greater difficulty of task 2.2. The goal of task
2.1 was to identify where the evidence was, while in
task 2.2 we had also to identify which evidences were
mentioned.
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Figure 3: GO evaluation of our task 2.1 submissions.
This figure shows the number of our predictions that
provide a high, general and low evidence of the GO term
for the values of α used.

The manipulation of the α parameter had a different
impact on the two tasks. In task 2.1, we obtained bet-
ter results using a smaller α value, because there were
a large number of terms not explicitly mentioned in the
text. Some sentences were correctly selected when only
less than 70% of the term’s name was mentioned. Fig-
ure 4 shows that the protein evidences decrease when
we increase α. Therefore, we achieved a better pro-
tein identification for smaller values of α. This was ex-
pected, because for smaller values of α FiGO provides
a larger number of sentences where we could found
the protein’s name. On the other hand, in task 2.2 the
increase of α implied a better performance of our ap-
proach. For smaller values of α, FiGO identified more
terms that were not relevant in the given context. Thus,
the selection of terms with a larger piece of its name in
a sentence turned up to be an effective approach to iden-
tify the correct terms in some cases.

Figure 4 shows that in task 2.1 more than 150 predic-
tions were not considered perfect just because they were
incorrect in terms of the protein. We could increase the
number of perfect predictions in more than 50% if we
used a more effective protein identification method. On
the other hand, in task 2.2 the protein identification was
not so significant for the overall results, since there were
a lower percentage of predictions not considered perfect
because of the protein evaluation.
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Figure 4: Protein evaluation of our task 2.1 submissions.
For our predictions with a high evidence of the GO term,
this figure shows how many of them provide a high, gen-
eral and low evidence of the protein for the values of α
used.

6 Conclusions

This document introduces FiGO, a novel approach for
identifying GO terms in unstructured text involving the
information content of their names. We integrated FiGO
with a functional semantic similarity measure, to eval-
uate FiGO on the BioCreative tasks 2.1 and 2.2. Un-
like other approaches that use domain knowledge, FiGO
is fully automated, i.e. it does not rely on informa-
tion introduced by human experts. Its domain knowl-
edge comes from publicly available information, and
not from specific training data. Thus, using FiGO rep-
resents little or no extra human intervention.

Despite of the good performance of our approach
when compared to the performances obtained by other
participants in BioCreative, it is still very far from be-
ing a perfect solution. To identify the protein evidences
we applied a naı̈ve method based on pattern matching.
A more effective method would likely improve our re-
sults. Another limitation of our approach was the ap-
plication of FiGO at the sentence level. If a term oc-
curred in more than one sentence, we did not increase
our confidence in the correctness of its identification.
Frequently, the name of the protein and the GO term
are not in the same sentence, but most of the times in
the same paragraph. One possible solution is to make
predictions based on the number of sentences that sep-
arate the protein from the term in the same paragraph.
To improve performance on task 2.2, we need some do-
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Figure 5: GO evaluation of our task 2.2 submissions.
This figure shows the number of our predictions that
provide a high, general and low evidence of the correct
GO term for the values of α used.

main knowledge about the proteins and the articles to
guide the filtering of terms out of context. The required
domain knowledge could be obtained from various web
resources could be an effective approach [1].
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Figure 6: Protein evaluation of our task 2.2 submissions.
For our predictions with a high evidence of the GO term,
this figure shows how many of them provide a high, gen-
eral and low evidence of the protein for the values of α
used.
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